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Correlation and Regression”

Problem

An organisation would |
predict the compens
different employees
proper usage.

The data is as follows:

ike to build i
: a regression model i
ation (dependent vari oy

,» and four independe

ol ' sting of four independent variables to
at c) _of its emp!oyees. Past data has been collected for 15
nt variables. Build a regression model and récommend its

Dependent variables
Y = compensation in rupees.
Independent variables
1. Experience (in years)
2. Education (in years,-after 10th standard)
3. Number of employees supervised
4. Number of projects handled

The dataset consisting 15 observations, is given in Table 1.1

. Correlation

‘The correlation table is shown in Table 1.2. The values in the correlation table are standardised and
range from zero to one, positive and negative. Looking at the last column, we can say that all the
variables are highly correlated to compensation ranging from 0.73 to 0.95 except experience whose
correlation is 0.6049. This means that the independent variables have been chosen in a fairly good
anner. This correlation shown in Table 1.2 is a one-to-one correlation of each variable with the other,
V jon with an independent variable showing low correlation witha
sence of other variables this independent variable may become

able is whether independent variables are highly
correlated. This may indicate that they are
ly 2 or 3 of them to predict the dependent

The other point to be noted in the correlation tabl 1
rrelated with each other. In certain cases, they are highly

tindependent of each other and we may be able to use on
Ariables,
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Regression

mno t r. l j .
We will first run the regression model of the following form by entering all the fourXVa“ables "
;

model.
Y=a+bX +bX;+ biXs + byXy

and determine the values of the above.
Output values are:

a =456.84
b, =110

b, =—93.43
by =44.21
by =77.51

These values can be substituted in the above equation and the equation can be written 5 follows

Sales =456.84 + 110 (education) — 93.43 (experience) + 44.21 (no. of supervisors) + 77 5 (no, of
projects)

Now we need to look the statistical significance of the model and the R? value. These are availsj;
from Table 1.3, the analysis of variance table and Table 1.4, the regression output. From Table 1.3, the
last column indicates the p-level to be 0.0001. This indicates that the model is statistically significantat
a confidence level of (1 — 0.0001) 100 or .999 x 100 which is equal to 99.9.

The R* value is 0.88764 from the top of Table 1.4. From the same figure we can also note that st
for the significance of independent variables indicate that at a significance level of 95% only

experience, education, and number of projects are statistically significant in the model. The number of
employees supervised is not significant.

of the variable).

We have another independent variable, that is the no. of
4459, that is, this value is statistically not significant,

Therefore education, experience, and numb

people supervised, that shows a ‘t” values

Table 1.5 shows the result of forward Stepwise re
independent variables of the regress; on mode]
handled), experience, and education We notice g
confidence level.

N t Of
gression, which ends up with only three Oup ojec®
The three variables are projects (an- Onta g5%
at these variables are statistically signific3
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[ Test (A)f 'lh.c. {1;0‘(101”15 also lllghly significant and &2 value is 0 88057. Wi N
cople snnpluvmu In case we decide to use this mode] If we d' . . We negd not take the no. of
P ien 4 follows. . ¢cide to use this model it would be

Y = 462.79 -+ sdvicat]
279+ 114.344 (education) - 82.08 (experience) + 89.18 (projects).

packward Stepwise Regression

'l'ubl‘c. l..(l.s.h(fWT 111‘0 f)‘L{t[?ut f'or‘th(.: backward stepwise regression. The results show that only education,
experience, and projects remain in the model. R? value is 0.88057. The F-test for the model is highly

significant and the independent variables are statistically signifi 9 -
323, 0.0456, 0.003 1. y significant at 95% confidence level. P-levels

If we were to decide to use this model for prediction, we only require the data to be collected on the
above 3 independent variables. We could form the equation as

Y =462.79 + 114.344 (education) — 82.08 (experience) + 89.18 (projects).
Input Data

Compensa Experien Educatio Nosuper Projects _\
| 1500.00 2.00 5.00 4.00 10.00 J
2 1650.00 3.00 6.00 5.00 10.00 |
3 1750.00 3.00 3.00 - 5.00 12.00 J
4 1400.00 2.00 3.00 3.00 9.00 J
E 2000.00 4.00 4.00 6.00 15.00 J
6 2200.00 5.00 6.00 6.00 14.00 }
7 2100.00 1.00 5.00 4.00 12.00
8 2750.00 5.00 8.00 7.00 15.00
) 2900.00 8.00 9.00 8.00 25.00
1100.00 3.00 3.00 2.00 7.00 J
1000.00 4.00 2.00 1.00 5.00 J
1350.00 6.00 4.00 400 ©12.00
1550.00 4.00 6.00 4.00 11.00
4| 1375.00 8.00 4,00 | i 8.00 13.00
\.‘jL:l_ftoo.oo 4.00 3.00 B 5.00 - 10.00

Scanned by CamScanner



